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NL2Prot: Protein Database Retrieval with Natural Language Queries

Protein databases like UniProt1, 
PDB2 and GenBank3 are 
fundamental repositories for 
biological research. They drive 
advances in biological discoveries 
by storing accurate information 
about protein sequences. However, 
accessing these resources often 
requires specialized knowledge of 
both biological terminology and 
query languages.

Our project aims to democratize protein data access by 
developing a versatile interface that accepts both everyday 
language and technical descriptions. This dual-functionality 
interface will streamline research workflows for scientists 
and make protein information more accessible to curious 
individuals, from students to healthcare consumers.

I want a protein with functions related to 
cell growth regulation, G-protein 

signaling, and involvement in various 
cellular processes such as muscle 

contraction and neuron development.

“cell growth regulation” AND “G-protein”
“G-protein” AND “muscle contraction”
“neuron development” AND “cellular 

processes”
……

Generate

Extract keywords for generating UniProt queries:

- NER (SpaCy) + RE for keyword extraction.

- Take combinations of 2 - 3 keywords to construct query.

- UniProt API for querying.

Proposed Method: CLIP-based Contrastive Learning

Methods

Training procedure:

Inference procedure:

Accuracy: for both layman & professional inputs

Dataset curation: UniProt + LLM

Models: BERT & ESM
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Professional inputs: I want a protein with a cytoplasmic localization, 
involved in the positive regulation of cellular response to growth 
factor stimulus and the regulation of signal transduction processes. 
This protein is a phosphoprotein with alternative splicing variants, 
playing a role in cellular signaling pathways.

Layman inputs: I want a protein with functions that help regulate 
the body's immune response to infections and potentially control 
cell death in response to certain signals.

Model Top-10 Acc Top-20 Acc Top-50 Acc Time*
150M-ESM2 78.25% 87.10% 94.05%

39.81 ± 0.11 s35M-ESM2 78.80% 86.75% 93.90%
8M-ESM2 75.65% 84.55% 92.90%
Baseline 67.33% > 24 h

Model Top-50 Acc Top-100 Acc Time*
150M-ESM2 75.10% 83.95%

29.05 ± 0.15 s35M-ESM2 74.80% 83.25%
8M-ESM2 73.45% 82.70%
Baseline 24.55% ~ 17 h

*Time: inference time for processing 2,000 description queries with the deployed configuration 
on an Intel(R) Xeon(R) Gold 6226 CPU @ 2.70GHz with 12 cores. Experiments (besides baseline) 
are repeated five times, and the mean and std are reported above.

We use Small-BERT and several variants of ESM2 model as 
the two encoders for descriptions and sequences in this 
project.

Small-BERT4: 28M, 6 layers compared to 109M, 12 layers of 
BERT.

ESM25: a family of large language model pre-trained on 
evolutionary-scale protein sequence data that learns 
protein patterns to predict structure and function based on 
raw sequences.
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